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ABSTRACT

An analytic Schmidt transformation is used to create locally refined global model grids capable of efficient

climate simulation with gridcell widths as small as 10 km in the GFDL High-Resolution Atmosphere Model

(HiRAM). This method of grid stretching produces a grid that varies very gradually into the region of en-

hanced resolutionwithout changing the topology of themodel grid and does not require radical changes to the

solver. AMIP integrations were carried out with two grids stretched to 10-km minimum gridcell width: one

centered over East Asia and the western Pacific warm pool, and the other over the continental United States.

Robust improvements to orographic precipitation, the diurnal cycle of warm-season continental precipitation,

and tropical cyclonemaximum intensity were found in the region of enhanced resolution, compared to 25-km

uniform-resolution HiRAM. The variations in grid size were not found to create apparent grid artifacts, and

in some measures the global-mean climate improved in the stretched-grid simulations. In the enhanced-

resolution regions, the number of tropical cyclones was reduced, but the fraction of storms reaching hurricane

intensity increased, compared to a uniform-resolution simulation. This behavior was also found in a stretched-

grid perpetual-September aquaplanet simulation with 12-km resolution over a part of the tropics. Further-

more, the stretched-grid aquaplanet simulation was also largely free of grid artifacts except for an artificial

Walker-type circulation, and simulated an ITCZ in its unrefined region more resembling that of higher-

resolution aquaplanet simulations, implying that the unrefined region may also be improved in stretched-grid

simulations. The improvements due to stretching are attributable to improved resolution as these stretched-

grid simulations were sparingly tuned.

1. Introduction

Locally high-resolution simulations are necessary for

many applications in atmospheric science where small-

scale features need to be resolved, such as hurricane

forecasts or regional climate simulation, when a globally

uniform high-resolution simulation would be impracti-

cal. A limited-area model is typically used for these

purposes, but such models require boundary conditions

supplied from a global model with potentially very dif-

ferent model design, possibly creating inconsistencies

and errors at the model boundary. Further, limited-area

models are unable to interact with the larger scales. A

locally refined global grid avoids these problems. One

form of local refinement is to stretch or deform the

global grid (Courtier and Geleyn 1988; McGregor 2005;

Fox-Rabinovitz et al. 2006; Tomita 2008; McGregor and

Dix 2008; Uchida et al. 2016), such as by the analytic

transformation of Schmidt (1977). A stretched grid is

topologically identical to the original grid and so is

conceptually simpler than a nested grid (Harris and Lin

2013, 2014, henceforth HL14) or an unstructured grid

(cf. Thuburn et al. 2009; Rauscher et al. 2013) and does

not require radical modification to the model formula-

tion. The refinement in a stretched grid can also bemuch
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more gradual than the abrupt refinement of a nested

grid, and thereby would be expected to cause fewer grid

artifacts. However, stretching the grid causes a degra-

dation of the resolution on the opposing side of the

sphere, and the choices of time step and physical pa-

rameterization settings are the same globally regardless

of resolution, scale-aware parameterizations excepted

(cf. Walko et al. 2010). Summaries of earlier work on

variable-resolution climate modeling are presented by

Satoh et al. (2014), Zarzycki et al. (2015), Déqué and

Piedelievre (1995), McGregor (2015), and references

therein.

A version of the Geophysical Fluid Dynamics Labo-

ratory (GFDL) High-Resolution Atmosphere Model

(HiRAM; Zhao et al. 2009, henceforth Z09) has been

developed using a Schmidt (1977) transformation to

deform the (quasi-) uniform resolution cubed-sphere

grid into a grid with one region of enhanced resolution,

which smoothly relaxes to coarser resolution on the op-

posite side of the domain. This deformed or ‘‘stretched’’

grid can then be used in HiRAM in the same manner as a

uniform-resolution cubed-sphere grid, albeit with the

need to take a shorter time step due to the reduced size of

the smallest grid cells.

We describe two series of stretched-grid and (quasi-)

uniform simulations to show the effects of locally en-

hanced resolution. The first series is a set of idealized

aquaplanet simulations, forced by fixed September-like

SSTs and equinoctial insolation, in which the gridcell

width is about 12 km in the enhanced-resolution region.

The simplified framework and hemispherically asym-

metrical SST permit study of the effects of resolution on

the character of tropical precipitation and intertropical

convergence zone (ITCZ), and of tropical cyclones

(TCs). The stretched grid’s average precipitation and

TC activity is compared to those in (quasi-) uniform

resolution simulations using an unstretched grid to de-

termine how well the stretched-grid model can re-

produce the TC activity, as a function of resolution, in

the uniform-resolution simulations.

The second set of simulations is a set of comprehen-

sive climate simulations forced by observed SSTs fol-

lowing theAtmosphericModel Intercomparison Project

(AMIP) protocol for the period 1981–2008, in which a

uniform-resolution 25-km simulation is compared

against a pair of stretched-grid simulations of minimum

gridcell width of about 10 km: one with the refined re-

gion centered on Taiwan and covering the western Pa-

cific warm pool and East Asia, and the other with the

refined region centered on Oklahoma City and covering

the continental United States, and the tropical eastern

Pacific and western North Atlantic. We will look at the

effect of enhanced resolution on biases in tropical and

orographic precipitation, the diurnal cycle of continen-

tal precipitation, and tropical cyclone frequency and

intensity. We will also look at the effect of local re-

finement on global-scale circulations to determine if

improvement due to grid refinement can reach beyond

the refined region. A thorough evaluation of HiRAM

has been presented in previous articles (Z09; Chen and

Lin 2013; Xiang et al. 2015, HL14), although standard

climate model evaluation metrics will be computed for

the stretched-grid simulations.

Section 2 summarizes HiRAM’s dynamical core and

parameterizations and describes the Schmidt trans-

formation to create the stretched grid. Section 3 de-

scribes the aquaplanet simulations and compares the

ITCZ and TCs in a stretched-grid simulation against a

series of uniform-resolution simulations of comparable

resolutions to different regions of the stretched-grid

simulation. Section 4 describes the 1981–2008 compre-

hensive climate simulations and compares the uniform-

resolution and the two stretched-grid simulations

against observations of precipitation and TC activity.

2. Model formulation

GFDL HiRAM has been designed for efficient high-

resolution simulations, with an emphasis on tropical

precipitation and tropical cyclones (Z09; Chen and Lin

2011, 2013). Our HiRAM setup largely follows that in

Chen and Lin (2013) and HL14. HiRAM uses the hy-

drostatic finite-volume cubed-sphere dynamical core

described in Putman and Lin (2007), Harris and Lin

(2013), and references therein. This dynamical core

solves the hydrostatic primitive equations, in flux form

for scalars (including potential temperature) and in

vector-invariant form for momentum, on the cubed-

sphere grid using the Lin and Rood (1997) algorithm in

each horizontal layer extended to apply to a system with

active thermodynamics. The finite-volume pressure gra-

dient algorithm of Lin (1997) is used. The fluxes are

computed using the piecewise-parabolic method (Colella

and Woodward 1984) using the positivity-preserving

constraint of Lin and Rood (1996) for air mass and

tracers. The implicit diffusion from the piecewise-parabolic

fluxes and the monotonicity constraint damps grid-scale

noise. Further noise control is performed using fourth-

order divergence damping. Vertical mass redistribution is

performed by the vertically Lagrangian remapping of Lin

(2004), modified as inHarris and Lin (2013) to perform the

remapping on temperature instead of total energy. A

global energy fixer computes lost total energy from the

adiabatic dynamics and uniformly returns the lost energy as

heat. All simulations use 32 vertical levels as in Z09, and

have a constant-pressure top at 1hPa.
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The convective parameterization is the University of

Washington shallow convection scheme of Bretherton

et al. (2004) extended to represent unresolved deep

convection as described in Z09. Microphysics is repre-

sented by the six-category bulk microphysical scheme of

Lin et al. (1983). The surface flux, boundary layer, oro-

graphic gravity wave drag, and radiative transfer pa-

rameterizations are the same as in GFDL Atmospheric

Model, version 2.1 (AM2.1; Anderson et al. 2004), al-

though the time step at which the radiative tendencies

are computed has been decreased from 3 to 1 h, and

there is no convective gravity wave drag parameteriza-

tion. Aerosols, ozone, and well-mixed greenhouse gases

are prescribed; there are no interactive aerosols or

aerosol indirect effect.

The Schmidt transformation

The transformation of Schmidt (1977) provides a

smooth, analytic means of deforming any spherical grid

by ‘‘attracting’’ grid points to a specified central loca-

tion, which can then be rotated to any other point on the

sphere using a solid-body rotation. In this method, grid

points of the original cubed sphere are attracted to the

South Pole, so that we need only do the stretching along

meridians, leaving longitudes unchanged; the South

Pole is then moved to the target latitude and longitude

by a solid-body rotation. The transformation of the lat-

itude u to q by stretching is given by

sinq5
D1 sinu

11D sinu
with D5

12 c2

11 c2
, (1)

where c is the stretching factor, which can be any posi-

tive real number. The stretching is smooth, so that the

gridcell width varies smoothly outward from the refined

region, unlike the abrupt refinement resulting from grid

nesting. However, the Schmidt transformation also

leaves a lower-resolution region on the opposite side of

the sphere, which covers more than half of the earth’s

area. (We will find that this degraded-resolution area

does not adversely affect the quality of HiRAM’s global

climate.) The outline of the resulting stretched grid re-

sembles a ‘‘flower’’ with four petals, the center of which is

the highest-resolution area.

The difference between stretched and (quasi-) uniform

resolution can be seen in Fig. 1, in which an undeformed

c384 (25km) grid (Fig. 1a) is deformed by a factor of 2.5

and rotated to two different locations, Oklahoma City

(OKC; 35.48N, 97.68W; Fig. 1b) and Taiwan (24.08N,

121.08E; Fig. 1c). Here, the notation cN refers to a cubed-

sphere grid with N 3 N grid cells on each of its six faces,

and cNrT refers to a cN grid with a stretching factor of T.

Stretching the grid by a factor of 2.5 makes the smallest

grid cell about 10kmwide; alternately, thewidest grid cell

on the opposite side of the sphere becomes about 75km

wide. Since Oklahoma City and Taiwan lie on roughly

opposite sides of the world, North America lies in the

low-resolution region of the Taiwan grid and the high-

resolution region of the OKC grid, and South and East

Asia lie in the high-resolution region of the Taiwan grid

and the low-resolution region of the OKC grid. This

symmetry will be exploited later to more clearly tie the

effects of differing resolution on simulation quality in our

comprehensive climate simulations.

The variation of gridcell width with distance from the

refined region can be seen in Fig. 2, depicting the

equatorial gridcell widths of three uniform-resolution

grids (c90, c256, and c768 of average gridcell widths of

103, 36, and 12km, respectively) and a c256r3 grid with a

refined 12-km region centered over the equator. Not

only can the variation of the uniform-resolution grid

spacing between the face centers and edges be seen, but

also the smooth variation of the stretched grid, which

varies from a resolution equivalent to that in the c768

grid in its high-resolution region to that comparable to

the c90 grid on the opposing side. The resolution also

FIG. 1. Grid structure and local gridcell widths (km; estimated as the square root of the cell area) for comprehensive climate simulations:

(a) uniform-resolution c384, (b) OKC stretched c384r25, and (c) Taiwan stretched c384r25. Black lines represent cubed-sphere edges; the

smallest outlined region at the center of the ‘‘blue flower’’ in (b) and (c) is the highest-resolution area.
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decreases poleward from the refined region: at 408 lati-
tude poleward in either direction of the highest-resolution

region, the gridcell width is more comparable to that of a

c256 grid (dashed line inFig. 2). Note that the variation in

gridcell width at the corners of the stretched grid is

slightly smoother than that of the uniform-resolution

grid. The relative simplicity of these grids and their re-

finement over the equator makes them ideal for studying

tropical precipitation and tropical cyclones in aquaplanet

simulations.

The effect of variable resolution is shown in Fig. 3,

which depicts instantaneous outgoing longwave ra-

diation colored to resemble an infrared satellite im-

age. The aquaplanet AP-c768 simulation (Fig. 3a)

depicts finescale structure throughout the tropics:

convective cloud clusters, tropical cyclones, and two

intense tropical cyclones with well-defined eyes.

Similar fine structures, including some tropical cy-

clones and their rainbands, are seen in and near the

high-resolution region of the AP-c256r3 simulation

(Fig. 3b), indicated by the smallest grid face, but in the

coarse grid face (now covering more than half of the

domain) cloud clusters are much less well defined. An

August snapshot from the comprehensive-climate Tai-

wan simulation (Fig. 3c) shows a typhoon between

Taiwan and the Korean peninsula, while a February

image from the OKC simulation (Fig. 3d) shows cloud

streets off of the eastern coast of the United States

with much finer detail than similar clouds in the

Pacific Ocean.

3. Perpetual-September aquaplanet simulations:
Evaluation against uniform-resolution
simulations

Aquaplanet simulations, which will be referred to by

their resolution and the prefix AP to distinguish them

from the comprehensive climate simulations described

in the next section, are HiRAM simulations in which the

land model is disabled, the lower boundary is specified

by zonally uniform SSTs representative of September

observed SSTs (Fig. 4), and there is no topography or

orographic gravity wave drag. Here, we are primarily

interested in using the aquaplanet as a way to test the

quality of the stretched-grid simulation against uniform-

resolution simulations, and to determine if the repre-

sentation of precipitation and tropical cyclones is similar

in each of the regions of roughly uniform resolution

(Fig. 2) to those in uniform-resolution simulations of

corresponding resolution, instead of demonstrating a

model intended for climate dynamics research. The use

of September-like SSTs also differs from the typical

aquaplanet simulation design (cf. Blackburn et al. 2013)

and is done to ensure a large sample of tropical cyclones

to test the model. The performance of HiRAM in

standardized comparisons between aquaplanet models

can be seen in Blackburn et al. (2013) and Williamson

et al. (2013). Characteristics of HiRAM’s tropical wave

activity and spectrum, of importance for the distribution

of tropical precipitation and of the formation of tropical

cyclones, are discussed in HL14 and from a coupled

version of HiRAM in Xiang et al. (2015).

Four 6-yr-long aquaplanet simulations were per-

formed, after allowing a 1-month spinup period from a

dry, resting atmosphere. Three uniform-resolution sim-

ulations were performed, one each on the c90, c256, and

c768 grids, and a c256r3 simulation with the refined re-

gion centered over the equator (Figs. 2 and 3a). These

simulations were identical except for their time steps

(Table 1) and the fact that AP-c768 uses a 50% larger

value of the autoconversion threshold (3 vs 2 g kg21) in

the convective scheme, following the recommendation

of Z09 to increase the autoconversion threshold with

increasing resolution; as in Z09, the convection scheme

simply removes all condensate above the autoconversion

threshold as precipitation falling immediately to the

FIG. 2. Plot of the gridcell width along the equator for various cubed-sphere grids used in the

aquaplanet simulations: c256r3 (black), c90 (red), c256 (green), and c768 (blue). Labeling at the

top denotes regions used for averaging c256r3 results for comparison to the uniform-resolution

grids. The dashed black line represents gridcell width in the c256r3 grid at 408 latitude. Lon-
gitudes are given relative to the location of the high-resolution region.
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surface. Insolation is equinoctial with a solar constant

of 1365Wm22. Ozone and well-mixed greenhouse

gases are fixed at 1980 levels.

a. Precipitation

The width and intensity of the intertropical conver-

gence zone is known to be a function of model resolu-

tion: higher-resolution simulations typically have more

intense, narrower ITCZs (cf. Lorant and Royer 2001;

Williamson 2008; Rauscher et al. 2013), although this is

not universally true (Tomita et al. 2005). The latitude of

the ITCZ is also a function of resolution in our perpetual-

September simulations: the ITCZ is located over the

warmest SSTs north of the equator, and at higher

resolutions the ITCZ is found closer to the equator

(Fig. 5).

The position, intensity, and width of the ITCZ vary

smoothly in the variable-resolution AP-c256r3 (Fig. 5a),

being the narrowest and closest to the equator in the

high-resolution region and then the broadest, weakest,

and farthest poleward in the low-resolution region. Ar-

tifacts due to the grid edges are not apparent; however,

FIG. 3. Examples of instantaneous outgoing longwave radiation; darker shading indicates

warmer temperatures as in an infrared satellite image. Heavy white lines delineate cubed-

sphere tile boundaries.All panels show a 2208 longitude-wide region spanning from the equator

to 508N. (a) AP-c768 quasi-uniform resolution. (b) AP-c256r3 stretched-grid simulation.

(c) The c384r25 Taiwan stretched-grid climate simulation in August. (d) The c384r25 OKC

stretched-grid climate simulation in February. The blue-outlines in (c),(d) are land areas.
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even the mean precipitation field shows small-scale

structure despite the averaging period. Small-scale

structure is more visible in the subtropics in Fig. S1 of

the supplemental material, showing the same data but

with a rescaled color bar. The spatial variability in the

precipitation field is due to the substantial small-scale

variability in HiRAM: as the convective parameteriza-

tion is less intrusive than traditional convection schemes

(Z09), much of the convection is handled by the

resolved-scale dynamics, permitting the formation of

many small but organized storms. This activity can be

seen in the instantaneous longwave radiation field in

Figs. 3a and b as well as in 3-h accumulated precipitation

(Fig. S2 of the supplemental material). The variation in

the ITCZ location and strength does create artificial

zonally asymmetric circulations suggestive of the ob-

served Walker circulation in the equatorial Pacific, as

seen by the maximum in precipitation between 608 and
1508E (black shading), which is not repeated to the east

of the high-resolution region. Examination of the 08–
158N latitude mean 500-hPa vertical pressure velocity in

AP-c256r3 (Fig. 6) finds enhancement of ascent by nearly

a third compared to AP-c768 and AP-c256 (about 250

to 240hPaday21) between 608 and 1508E, and a smaller

decrease near 1808 longitude. Similar Walker-type circu-

lations were found in the variable-resolution simulations

of Lorant and Royer (2001) and Rauscher et al. (2013).

The behavior of the ITCZ with changing resolution in

AP-c256r3 is qualitatively similar to that in the uniform-

resolution simulations (Figs. 5b,c), in which the highest-

resolution AP-c768 has the narrowest and farthest

equatorward ITCZ; the ITCZ is slightly broader and

farther poleward in AP-c256, and weaker, broader, and

farther poleward still in AP-c90. The location of the

precipitation peak in the high-resolution regionmatches

well that of AP-c768 (Fig. 7a) and the location of the

precipitation peak in the low-resolution region matches

that of AP-c90 (Fig. 7c), although the precipitation

amounts do not precisely match. In the low-resolution

region even if a narrower region (508W–508E; dotted
line in Fig. 7c) is used to compute the average, in order

to more strictly restrict the region to low-resolution re-

gions, there is still more precipitation in the low-

resolution region of the stretched grid than in AP-c90,

an amount closer to that at higher resolutions. In the

medium-resolution region the location and amplitude of

the precipitation peak is similar to but farther poleward

and lower than AP-c256 (Fig. 7b); taking an average

over a wider region (508–1508E and 508–1508W, dotted

line), however, yields an excellent match to AP-c256.

The global- and tropical-mean precipitation is roughly

the same in all simulations, and in all resolution regions

of AP-c256r3 (Table 2); the difference between the

largest and smallest values is less than 4% globally and

7% in the tropics. The total tropical precipitation is ac-

tually less in the high-resolution region of AP-c256r3

than in the lower-resolution regions, while it is greatest

in themedium-resolution region. This is at least partially

attributable to the artificial Walker circulation de-

creasing rainfall in the high-resolution region and in-

creasing it in the medium-resolution region. There is

more precipitation poleward of 108N at lower resolu-

tions (Fig. 7), reducing the difference in area-averaged

precipitation between the resolutions. The convective

fraction, the percentage of precipitation caused by the

convective scheme (Table 2), shows little dependence

upon resolution in AP-c256r3. Only AP-c768 has a sig-

nificantly lower convective fraction; an AP-c768 simu-

lation with the autoconversion threshold reduced to the

same value as in the other simulations (from 3 to

2 gkg21) only increased the convective fraction to 9%

from 7%, but an AP-c256r3 simulation with a threshold

of 3 instead of 2 gkg21 had a convective fraction of less

than 10% in all regions. On the AP-c90 grid, the con-

vective fraction varied from 9% when using a threshold

of 3 gkg21 to over 80% when using a threshold of

1 gkg21. We conclude that convective fraction is rela-

tively insensitive to resolution and more sensitive to

tuning parameters such as the autoconversion threshold,

TABLE 1. Simulation parameters: average grid spacing (for uniform-resolution simulations) and the physics and dynamics time steps.

AP-c768 AP-c256 AP-c90 AP-c256r3 c384 c384r25

Average Dx (km) 12 36 103 10–130 25 10–75

Physics Dt (s) 300 450 1800 450 600 300

Dynamics Dt (s) 15 45 150 22.5 30 12.5

FIG. 4. Zonally uniform September-like SSTs used in aquaplanet

simulations.

4298 JOURNAL OF CL IMATE VOLUME 29

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 05/25/21 08:10 PM UTC



until convection-permitting scales near 12km are achieved,

at which the convective parameterization is less impor-

tant and more convection is explicitly resolved.

b. Tropical cyclones

Resolution has interesting and sometimes counterin-

tuitive effects upon the numbers of tropical cyclones and

the fraction attaining hurricane strength. Long-lived

tropical cyclones (LLTCs) are counted and classified

in the 6-hourly output from our simulations by a simple

cyclone tracker. This tracker identifies warm-core cy-

clones represented by sea level pressure (SLP) minima

as TCs if the longevity requirements of Chen and Lin

(2011, 2013) are satisfied: the total lifetime of an

identified cyclone (regardless of wind speed or warm

core)must be at least 72 h, the cyclonemust have a warm

core for a cumulative (not necessarily consecutive) pe-

riod of 48 h, and the maximum 10-m wind speed must be

greater than 17.5m s21 and must coexist with a warm

core for 36 consecutive hours. The longevity require-

ment removesmany short-lived and disorganized storms

that are difficult to track. A warm-core system is clas-

sified as a hurricane-strength storm if the 10-m wind

speed reaches 32.5m s21 at a location equatorward of

408 latitude at least once during its lifetime. For brevity

we will refer to any hurricane-strength storm simply as a

hurricane, except when specifically discussing typhoons

in the western Pacific and severe cyclones in the Indian

FIG. 5. Average precipitation (mmday21) in 3-yr aquaplanet simulations with fixed September

SST: (a) AP-c256r3, (b) AP-c768, (c) AP-c256, and (d) AP-c90. Black lines represent cubed-

sphere edges.
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Ocean and Southern Hemisphere. More details of the

tracking algorithm are given in the appendix. We do not

adjust the wind thresholds to compensate for lower

resolutions, nor do we use an empirically adjusted

lowest-level or 850-hPa wind as a proxy for 10-m winds,

but instead use explicitly computed 10-mwinds from the

boundary layer scheme. Discussions on the realism of

tropical cyclones in global models are given by Walsh

et al. (2007) and Halperin et al. (2013), and references

therein.

The TC storm density, given in terms of cumulative

days that a cyclone is found in a given 58 3 48 box

(Fig. 8), shows a smooth variation in AP-c256r3 from

relatively high values in the low-resolution region to

smaller numbers in the high-resolution region. There are

fewer storms in the high-resolution region than in the

low-resolution region (Table 3). There are about 50%

more TCs in AP-c256 than in AP-c768, which in turn has

half as many TCs as does AP-c90. Longitudinally aver-

aged track densities (Fig. 9) show good agreement be-

tween TCs in the uniform-resolution simulations (solid

colored lines) and the corresponding region of the

stretched-grid simulation (solid black lines).

The storm density (Fig. 8) of hurricane-strength storms

is greatest in the medium-resolution region of AP-c256r3,

and in AP-c256. However, the fraction of TCs attaining

hurricane strength (Table 3) is greatest in the high-

resolution region of AP-c256r3, and in AP-c768; this

fraction increasesmonotonically with resolution, although

it does so more strongly in the uniform-resolution simu-

lations than in the stretched-grid simulation.

Two competing factors determine the number of

hurricanes in our simulations: the number of TCs, and

the ability of themodel to resolve intense cyclones. Both

Merlis et al. (2013) and Ballinger et al. (2015) found a

relation between TC frequency and the ITCZ latitude in

their aquaplanet HiRAM simulations; we follow their

argument here. TCs are known to develop most fre-

quently at the poleward side of the ITCZ (Gray 1968);

since at higher resolution the ITCZ is located closer to

the equator, then the region for best cyclogenesis occurs

nearer to the equator, where the Coriolis force needed

to organize convection into cyclones is weaker. The

f-plane experiments of Held et al. (2007) found that

there are fewer TCs when the Coriolis parameter is re-

duced, with the number of TCs halved when the ambient

rotation was moved from 108 to 58 latitude; similar re-

sults were found by Zhou et al. (2014). Thus we expect

there to be fewer TCs at the higher resolutions due to

the equatorward shift of the ITCZ. The tropical maxi-

mum in TC storm density shifts equatorward along with

the ITCZ at increasing resolution (Fig. 9).

Alternately, the features in TCs representing the

strongest wind speeds are better resolved as the model

resolution increases. Lower-resolution models do not

produce as many intense TCs as do higher-resolution

models (e.g., Z09; Walsh et al. 2007; Bender et al. 2010;

Zhao and Held 2010, and references therein), making

the wind speed requirements for both TCs and hurri-

canes harder to meet.

How can the effects of intensity and storm frequency

on resolution be separated? The wind speed criterion

can be replaced with an SLP criterion, which is known to

be less sensitive to resolution in HiRAM (cf. Chen and

Lin 2013). The low-resolution regions of AP-c256r3 and

AP-c90 still produce many storms of deep central pres-

sures (Fig. 10), but very few of these storms have max-

imum winds exceeding 40m s21. In contrast, AP-c768

and the high-resolution region of AP-c256r3 show a

nearly linear pressure–wind relation to storms as intense

as 50ms21 and as deep as 920hPa. Replacing the wind

criterion with a pressure criterion—that a TC must

have a central SLP no greater than 1000hPa—in the

longevity requirements makes the increase in the num-

ber of TCs with resolution even stronger than with the

original wind criterion (Table 3), more clearly showing

the greater number of TCs produced at lower resolu-

tions. If the threshold for hurricane-strength storms is

changed to having aminimum SLP less than 980hPa, the

increase with resolution in the fraction of storms at-

taining hurricane-strength is much less than if the wind

speed criterion is used.

The high-resolution region of AP-c256r3 has fewer

overall TCs than does AP-c768 (Fig. 9), both in the

tropics and subtropics, and the minimum in storm den-

sity is shifted westward from the center of the high-

resolution region (Fig. 8). This off-center storm density

minimum corresponds to the descent in the artificial

FIG. 6. The 08–158N mean 500-hPa vertical pressure velocity

(hPa day21) in aquaplanet simulations.
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Walker circulation (Fig. 6) and may be suppressing cy-

clone activity in this region.

4. AMIP simulation usingHiRAMand comparison
with observations

Three AMIP comprehensive climate simulations for

1981–2008 were performed, one for each of the c384,

c384r25 OKC, and c384r25 Taiwan grids. The c384

simulation is very similar to the c360 simulations, which

have been used for a number of studies (Chen and Lin

2011, 2013; Gall et al. 2011), and was used for both

present-day and future time-slice integrations submitted

to the CMIP5 archive (Z09).

The model configuration was largely the same in all

three simulations, with minor differences to suit the lo-

cally enhanced resolution. The physics time step in the

stretched simulations was decreased from 600 to 300 s;

the dynamics time step was decreased from 30 to 12.5 s;

and the nondimensional scaling parameter for the cu-

mulus horizontal entrainment rate [e0 in Zhao et al.

(2012)] was increased from 10 to 12, which acts to in-

crease the intensity of convectively coupled waves and

tropical cyclones. Otherwise, the parameter tuning for

TABLE 2. Aquaplanet simulations: Average precipitation and convective fraction. Labels with high, med, and low refer to the regions in

Fig. 2.

AP-c256r3 AP-c256r3 AP-c256r3 AP-c256r3

Precip (mmday21) AP-c768 high AP-c256 med AP-c90 low global

908N–908S 3.50 3.45 3.53 3.60 3.48 3.48 3.51

308N–308S 4.04 3.86 4.08 4.18 4.04 4.11 4.09

Convective fraction 7.2 27.6 25.7 25.5 28.3 22.4 24.3

FIG. 7. Longitudinally averaged precipitation (mmday21) in 3-yr aquaplanet simulations with

fixed September SST. Zonal means are shown for the uniform-resolution simulations; regional

means (extents shown in Fig. 2) are shown for the AP-c256r3 simulation. (a) AP-c768 (blue) vs

high-resolution AP-c256r3 (black) region. (b) AP-c256 (green) vs medium-resolution AP-c256r3

(black) region. (c) AP-c90 (red) vs low-resolution AP-c256r3 (black) region. In (b) and (c), the

black dotted lines are the AP-c256r3 simulation in which the low-resolution region is reduced to

508W–508E and the medium-resolution expanded to 508E–1508E and 508W–1508W.
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the stretched-grid simulations was the same as for c384,

as the tuning for the c384 could be considered a ‘‘com-

promise’’ between the low- and high-resolution regions

of the stretched grid simulations. Tuning in the two

stretched simulations was identical, except that in the

orographic gravity wave drag parameterization (Stern

and Pierrehumbert 1988) the empirical scaling param-

eter [G* in Eq. (4) of Anderson et al. (2004)] for the

maximum permitted unresolved wave drag was set to 4

in the OKC simulation and 3 in the Taiwan and c384

simulations. The OKC simulation has better resolution

of the Rockies, a major orographic wave source, and so a

larger value of the scaling parameter is needed.

The simulations described in this section use sea sur-

face temperatures and sea ice specified from the Hadley

Centre Sea Ice and Sea Surface Temperature (HadISST;

Rayner et al. 2003) 1-degree monthly dataset. The

GFDL Land Model, version 3 (LM3; Milly et al. 2014),

with specified daily vegetation is used on the land sur-

face, although due to technical and personnel limitations

the river module has been disabled. These simulations

used the same time-varying greenhouse gas and aerosol

concentrations and solar forcing as described by Z09, but

without volcanic aerosols. A 2Dz Richardson number–

based local mixing is applied as a ‘‘safety valve’’ to filter

2Dz shear instabilities and alleviate gridpoint storms. This

method is less intrusive than traditional nonlocal mixing

schemes but is not intended to replace the existing

boundary layer scheme.

a. Global climate

Global-mean measures of the radiation budget, water

vapor, and precipitation are given in Table 4. None of

the quantities varies greatly between the simulations

and all are largely comparable to those of the simula-

tions in HL14 (see their Table 2), although the global

precipitation amount and both absorbed shortwave and

outgoing longwave radiation are all slightly larger and

water vapor path slightly lower. All of these values are

comparable to those in observations, as discussed in

HL14; indeed, the Taiwan stretched-grid simulation,

which covers the western Pacific warm pool and the

Maritime Continent with its high-resolution region, has

a value of the water vapor path very similar to the

TABLE 3. LLTC (.17.5m s21) and hurricane-strength (.32.5m s21) storm counts per 12 months of each aquaplanet simulation, the

fraction (%) of all TCs which are hurricane-strength storms, the storm count for LLTCs using a minimum SLP criterion (minimum

pressure,1000 hPa), and the fraction (%) of all LLTCs (as counted by the minimum SLP criterion) that have central pressures less than

980 hPa. Counts in the AP-c256r3 stretched simulation are weighted by the size of the averaging area (number in parentheses) so as to be

comparable to the global uniform-resolution results, and storms are counted in each region based on when a cyclone is first identified.

Storm counts are rounded to the nearest integer.

AP-c256r3 AP-c256r3 AP-c256r3 AP-c256r3

AP-c768 high (6) AP-c256 med (3) AP-c90 low (2) global

LLTCs 154 122 222 203 298 238 209

Hurricanes 85 48 99 73 69 58 62

Hurricane fraction 55.0 39.3 44.6 35.6 23.3 24.4 29.4

Storm count ,1000 hPa 177 137 255 240. 416 300. 253

LLTCs ,980 hPa fraction 66.8 66.0 65.2 58.5 56.9 56.1 57.7

FIG. 8. Track densities (storm days per 12 months) of (left) LLTCs and (right) hurricanes in (top)–(bottom) aqua-

planet simulations in 58 lon 3 48 lat bins: AP-c256r3, AP-c768, AP-c256, and AP-c90.
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24.7 kgm22 value from the NASAWater Vapor Project

(NVAP; Simpson et al. 2001). The tropical-mean pre-

cipitation is slightly greater in the OKC simulation

than in the other two simulations; all three are larger

than from Global Precipitation Climatology Project

(GPCP; Adler et al. 2003) or Tropical Rainfall Mea-

suring Mission version 7 (TRMM v7; Huffman et al.

2007;Wang et al. 2014), which have annual 308N–308S
mean precipitation of 3.39 and 3.27mmday21,

respectively.

FIG. 10. Maximum wind speed vs minimum sea level pressure for tropical cyclones in aquaplanet simulations. Numbers in parentheses

are the 6-yr counts of TCs. Black lines in each panel have slopes of23 hPa (m s21)21. Here, we have sampled a fraction of the storms from

the uniform-resolution simulations (every sixth storm fromAP-c768; every third storm fromAP-c256; every other storm fromAP-c90) so

that the number of storms is comparable to those in the regions of the stretched-grid simulation: (left) AP-c768 vs high-resolution

AP-c256r3 region, (center) AP-c256 vs medium-resolution AP-c256r3 region, and (right) AP-c90 vs low-resolution AP-c256r3 region.

FIG. 9. Track densities (storm days per 12 months) of LLTCs (solid lines) and hurricane-

strength storms (dashed lines). Zonal means are shown for the uniform-resolution simulations

(colored lines); regional means are shown for the AP-c256r3 simulation (black, extents shown

in Fig. 2). (a) AP-c768 vs high-resolution AP-c256r3 region; (b) AP-c256 vs medium-resolution

AP-c256r3 region; and (c) AP-c90 vs low-resolution c256r3 region.
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Despite the coarser resolution covering much of the

earth (Fig. 1) we find that the stretched-grid simulations

have smaller globally-averaged errors for dynamical fields

such as zonal-mean annual winds (Fig. 11) and annual

Northern Hemisphere SLP (Fig. 12). In particular, the

OKC simulation has root-mean-square errors (RMSEs;

Table 5) of just over 1m s21 for zonal-mean wind and

1 hPa for Northern Hemisphere SLP, owing largely to a

decrease in stratospheric wind biases in the tropics and

Southern Hemisphere, and to substantial decreases in

Arctic and North Atlantic pressure biases. All three simu-

lations have very good RMSEs for winds and (except for

c384) SLP compared to the 28AM2andAM3aswell as the
1/28 HiRAM simulations of Z09 (c180) and HL14 (c192).

Conversely, the zonal-mean temperature errors in-

crease in the stretched-grid simulations (Table 5) owing

mostly to increased errors in the stratosphere and es-

pecially in the Antarctic (Fig. 13) where both stretched-

grid simulations have their coarsened regions. All

simulations have very low temperature biases in the

tropics. Degradation of precipitation biases is seen over

the Indian Ocean in the OKC simulation, and over

South and Central America and the surrounding oceans

in the Taiwan simulation (Fig. 14); both correspond to

the coarsest regions of their respective grids. The west-

ern Pacific wet bias in the uniform-resolution simulation

is alleviated in both of the stretched-grid simulations,

although whether stretching gets the model closer to the

observations here is dependent on the observation

dataset, as GPCP and TRMM yield different precipita-

tion amounts in this region.

b. Regional precipitation: Spatial fidelity and
diurnal cycle

Here, we examine precipitation biases with respect to

the latest version (v7) of the TRMM (Gopalan et al.

2010; Wang et al. 2014), which has much improved

tropical precipitation compared to earlier versions of

TRMM. The annual precipitation bias with respect to

TRMM in the c384 uniform-resolution simulation

(Fig. 15b) has a dipole pattern in the western Pacific—

wet in the north and dry in the south—which is reversed

in the South China Sea and the eastern Indian Ocean,

and is enhanced during the summer (JJA) monsoon

season (Fig. 15e). A wet bias is apparent in Indochina as

well, partially tied to the model placing the precipitation

maximum observed over the eastern Bay of Bengal over

land. The Taiwan simulation (Figs. 15c,f) replaces the

oceanic dipole bias with a more uniform dry bias. The

annual wet bias southeast of Japan is substantially alle-

viated in the Taiwan simulation, as is the wet bias in

Indochina, although in the monsoon season there now

FIG. 11. Zonal-mean winds in HiRAM climate simulations. (a) NCEP reanalysis annual mean winds, contour

interval is 10m s21. Annualmean biases for (b) c384, (c) c384r25 Taiwan, and (d) c384r25OklahomaCity, contour

interval is 2m s21. In (a)–(d), positive (negative) values are red (blue) and the zero contour is thickened.

TABLE 4. Global- and tropical-mean (308N–308S) precipitation,
annually averaged values of water vapor path (WVP), net absorbed

shortwave radiation (SW abs. rad.), outgoing longwave radiation

(OLR), and net top-of-the-atmosphere radiation (net radiation) in

HiRAM climate simulations.

c384r25

c384 OKC Taiwan

Global precipitation (mmday21) 2.91 2.93 2.91

Tropical precipitation (mmday21) 3.52 3.59 3.53

WVP (kgm22) 25.0 24.9 24.6

SW abs. rad. (Wm22) 237.9 237.6 238.1

OLR (Wm22) 236.0 236.6 236.6

Net radiation (Wm22) 1.84 0.98 1.48
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is a dry bias east of the Philippines. There is also a re-

duction in the precipitation bias near the Himalayas, in

part due to the enhanced resolution of the topography.

The c384 simulation (Fig. 16b) suffers dry biases in the

U.S. central plains, the Gulf of Mexico, and the western

Atlantic storm track, and wet biases in the eastern

United States, the Caribbean,Mexico, Central America,

and along the ITCZ in the eastern Pacific, most being

more pronounced in the JJA warm season (Fig. 16e).

The OKC simulation (Figs. 16c,f) alleviates the biases in

the central plains, Atlantic, and Caribbean by a small

degree. Improved resolution greatly enhances the detail

in orographic precipitation in the mountainous western

United States, especially during the DJF cold season

when mountains receive the bulk of their precipitation

(Fig. 17). Biases in high-resolution orographic pre-

cipitation fields over the continental United States can

be evaluated against the 4-km Parameter-Elevation

Regressions on Independent Slopes Model (PRISM;

Daly et al. 2008) dataset. Many finescale topographic

details are visible in the OKC simulation that are not

visible in the uniform-resolution simulation, and some

dry biases (particularly in Southern California and the

Oregon coastal range) are alleviated, although there is

now more precipitation than observed in the Sierra

Nevada range.

The diurnal cycle of warm-season continental con-

vection (Fig. 18) has been a challenge to climate models,

as traditional convective parameterizations cause con-

vection to trigger too early, causing a maximum in pre-

cipitation around local noon and early afternoon and a

minimum in the early evening, the opposite of what is

typically observed. Over the continental United States,

the c384 simulation and the Taiwan simulation yield

similar JJA diurnal cycles, with the aforementioned er-

roneous noontime maximum and evening minimum,

FIG. 12. (a) Annually averaged NCEP reanalysis Northern Hemisphere sea level pressure

(3-hPa contours, difference from 1013.25 hPa). Annual-mean biases (1-hPa contours) for

(b) c384, (c) c384r25 Taiwan, and (d) c384r25 Oklahoma City. In (a)–(d), positive (negative)

values are red (blue) and the zero contour is thickened.
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and an additional maximum at midnight; the c384 sim-

ulation yields only a minor ‘‘flattening’’ of this errone-

ous cycle despite it having better resolution than the

Taiwan simulation in this region. However, in the OKC

simulation the diurnal cycle is greatly improved: the

maximum is now in the late evening, 3 h after the ob-

served peak, and has a minimum in the early morning;

the amplitude of the diurnal cycle is also much closer to

that of the observations. A similar improvement is seen

over Central America. The Taiwan stretched simulation

also yields a greatly improved diurnal cycle averaged

over East or Southeast Asia compared to the c384 sim-

ulation, which only slightly improved upon the diurnal

cycle in the OKC simulation.

While the global- and tropical-mean diurnal cycles

for both of the stretched-grid simulations still exhibit an

erroneous minimum in the evening, indicating that the

improvement is local to the refined region, they donot have

the noontime local maximum of the uniform-resolution

simulation, possibly indicating that improvement in the

higher-resolution regions of the stretched-grid simula-

tions is not cancelled by the lower-resolution regions. The

global and tropical diurnal cycles may have been im-

proved in the stretched-grid simulations by the larger

entrainment used in their convective parameterizations,

so that less precipitation occurs due to the parameteri-

zation and thereby can better follow the diurnal cycle.

Globally, 21% of JJA precipitation is from the convective

parameterization, compared to only 13% in each stretched-

grid simulation; in the tropics these fractions increase to

33%and 21%, respectively, and similar values are found in

the regions depicted in Figs. 15 and 16, despite the large

difference in resolutions in each region between the two

stretched-grid simulations.

c. Tropical cyclones

All three simulations produce too many LLTCs

compared to IBTrACS (Table 6), with the c384 simu-

lation having over 100 TCs per year, and the Taiwan

simulation the least; this pattern is explained largely by

the c384 simulation having the most LLTCs in the active

western Pacific (WPac), and the Taiwan simulation the

least. In the eastern Pacific (EPac), the c384 simulation

again has the most LLTCs, but now the OKC simulation

has the least; and in the North Atlantic (NAtl), the

Taiwan simulation has the most and the OKC simula-

tion has the least.

The worldwide number of TCs reaching 32.5m s21,

including hurricanes and typhoons, is too large com-

pared to IBTrACS (Table 6) in the uniform-resolution

FIG. 13. As in Fig. 11, but for zonal-mean temperature. Contour interval is 108C in (a) and 28C in (b)–(d).

TABLE 5.Global root-mean-square errors, compared toGPCP for precipitation, andNCEP reanalysis for wind, temperature, and SLP, for

comprehensive-climate simulations described in this paper, compared to other GFDL simulations.

c384r25 AM2.1 AM3 HiRAM HL14

c384 OKC Taiwan 28 c48 c180 c192

Zonal-mean u (m s21) 1.33 1.11 1.23 1.50 1.90 1.26 1.85

NH SLP (hPa) 2.04 1.06 1.39 1.83 1.47 0.85 1.42

Zonal-mean T (K) 1.29 1.63 2.14 2.06 1.83 2.00 1.67

Precipitation (mmday21) 1.04 1.30 1.24 0.85 1.06 1.07 1.01
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simulation and too low in the Taiwan stretched-grid

simulation, with the OKC simulation having a minor

high bias. The Taiwan simulation has the least, and the

uniform-resolution simulation the most, in the western

and eastern Pacific, and vice versa in the North Atlantic.

Figure 19 demonstrates that the Taiwan simulation has

too few typhoons throughout the western Pacific warm

pool, the opposite of the uniform-resolution simulation,

but both have too few cyclones in the South China Sea.

The Taiwan simulation does reduce the positive bias in

cyclones in the north Indian Ocean and substantially

reduces the positive bias around Australia compared to

the uniform-resolution simulation. Also notable is that

while the OKC simulation has a low bias in the eastern

Pacific off of Mexico, it does not have the erroneously

large number of hurricanes off of Central America seen in

the other two simulations; both the low bias and high bias

become more pronounced at increasingly low resolution.

FIG. 15. Precipitation (mm day21) for (top) annual and (bottom) monsoon-season (JJA) : (a),(d) TRMM v7; (b),(e) c384; and

(c),(f) c384r25 Taiwan. The color scale is from 0 to 15.0 mm day21 in increments of 1.5 mm day21.

FIG. 14. Annual precipitation (mmday21) in GPCP andHiRAMclimate simulations: (a) GPCP, (b) c384, (c) c384r25

Oklahoma City, and (d) c384r25 Taiwan.
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The Taiwan simulation did improve the interan-

nual variability of western Pacific TCs and typhoons,

improving the 1990–2008 correlation of both typhoons

and LLTCs (Table 7). No improvement of interannual

variability was seen in the eastern Pacific or North At-

lantic in the OKC simulation. Note that only a single

realization of each of the simulations is presented here,

limiting the conclusions to be drawn from correlations of

observed against modeled storm counts.

Biases in the number of hurricanes and typhoons are

at least in part due to biases in the number of LLTCs.

The worldwide fraction of LLTCs reaching 32.5m s21 is

roughly 50% in all three simulations (Table 8), which is

lower than observed. This is in part due to the tendency

for all but the very highest-resolution models to produce

too many tropical storm–strength storms and minimal

hurricanes and typhoons. All three simulations produce

too many weaker storms in both the western Pacific and

North Atlantic (Fig. 20). The Taiwan stretched-grid

simulation produces roughly the same number of very

strong typhoons (.55m s21) as observed in the western

Pacific, once a multiplicative factor of 1.05 is applied to

adjust the 10-min Japanese Meteorological Agency

winds to the 1-min winds used by other agencies and in

other basins (dashed line in Fig. 20; Harper et al. 2010).

The Taiwan stretched-grid simulation has fewer weak

storms and more strong storms than the other simula-

tions with lower resolutions over the western Pacific.

Over the North Atlantic, the OKC stretched-grid sim-

ulation produces more strong hurricanes than the other

simulations, albeit still fewer than observed. Indeed, in

the North Atlantic and the eastern Pacific, the OKC

simulation has the largest percentage of LLTCs be-

coming hurricanes out of all the simulations (Table 8).

FIG. 17. Cold-season (DJF) western U.S. precipitation (mmday21): (a) PRISM, (b) c384, and (c) c384r25 Oklahoma City. The color scale

is from 0 to 10mmday21 in increments of 1mmday21.

FIG. 16. Precipitation (mmday21) for (top) annual and (bottom)warm-season (JJA): (a),(d) TRMMv7; (b),(e) c384; and (c),(f) c384r25

Oklahoma City. The color scale for (a)–(c) is from 0 to 10mmday21 in increments of 1mmday21 and for (d)–(f) is from 0 to

15.0mmday21 in increments of 1.5mmday21.
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Furthermore, in the western Pacific the Taiwan stretched-

grid simulation has the largest percentage of LLTCs

becoming typhoons. Both of these points confirm the con-

clusions from the aquaplanet simulations. The uniform-

resolution c384 simulation has the smallest percentage of

North Atlantic and western Pacific LLTCs achieving

hurricane strength, at least in part because the convective

entrainment parameter is smaller than in the stretched-

grid simulations, which is known to decrease the ratio of

hurricanes toLLTCs inHiRAM(Zhao et al. 2012). In the

eastern Pacific, the percentage of LLTCs becoming hur-

ricanes increases with improved resolution.

FIG. 18. The 1980–2008 JJA diurnal cycle over land for various regions. Panels depict deviation from daily-mean precipitation

(mmday21) as a function of local time (0000–2400): c384 (blue), c384r25 Oklahoma City (brown), and c384r25 Taiwan (pink). TRMM v7

(green curve) data is used for verification.
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5. Conclusions

Through a series of both idealized perpetual-September

aquaplanet simulations and comprehensive climate

simulations, we have demonstrated the ability of

stretched grids in HiRAM to improve the simulated

climate, with the largest improvements coming in the

improved representation of finer-scale features—

orographic precipitation, the diurnal cycle of pre-

cipitation, and tropical cyclone intensity—over the

region of enhanced resolution. We have also shown

that despite the degradation of model resolution on

the opposite side of the earth from the enhanced-

resolution region, the simulation fidelity of the

large-scale climate is preserved compared to a uniform-

resolution simulation. Further, grid stretching has been

shown to produce little in the way of numerical artifacts;

instead, there is a gradual transition to a climate more

like that of a higher-resolution simulation, as seen

through the aquaplanet ITCZ position and in the in-

creased fraction of tropical cyclones attaining hurricane

strength, and the presence of major hurricanes and

TABLE 6. Number of LLTCs and hurricane-strength TCs per year, compared to 1990–2012 IBTrACS observations.

LLTCs Hurricane-strength TCs (.32.5m s21)

World NAtl EPac WPac World NAtl EPac WPac

c384 101.1 9.0 14.0 34.0 52.4 3.9 7.9 20.2

c384r25 OKC 81.0 8.1 11.1 22.7 41.4 4.6 6.6 14.3

c384r25 Taiwan 67.9 11.7 11.9 13.5 33.9 5.4 5.4 9.0

IBTrACS 64.6 10.6 13.0 21.5 40.2 6.9 8.4 13.6

FIG. 19. (a) IBTrACS 1990–2012 storm density of hurricanes–typhoons (storm days per

year). Biases in storm density (storm days per year, relative to IBTrACS) in (b) c384,

(c) c384r25 Oklahoma City, and (d) c384r25 Taiwan.
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supertyphoons not apparent at lower resolutions. Im-

provements due to the stretched grid are mostly due to

resolution, since there was very little parameterization

tuning to the stretched-grid simulations, and the pa-

rameterizations used are not explicitly scale-aware.

Aquaplanet simulations provide an idealized environ-

ment to demonstrate the gradual variation in precipita-

tion and tropical cyclones with the gradual variations in

gridcell width. Indeed, in the stretched-grid aquaplanet

simulationwith gridcell widths ranging from 12 to 130km,

the latitudinal position and intensity of the ITCZ, as

well as the number of TCs and the fraction of which

achieved hurricane (32.5ms21) strength, closely matched

those in corresponding uniform-resolution simulations.

The stretched-grid aquaplanet simulation was largely

free of grid artifacts except for an artificial circulation

resembling a Walker circulation in the tropics.

There was no general degradation of the large-scale

climate in the stretched-grid comprehensive climate

simulations despite the range of grid scales, the low-

resolution region, or the compromise parameterization

tuning. In fact, for dynamical fields such as the zonal-

mean winds and mean Northern Hemisphere pressure,

errors were reduced in the stretched-grid simulations

compared to a 25-km uniform-resolution simulation.

Enhanced resolutions as high as 10km from the stretched

grid also locally improved orographic precipitation, al-

though improvements in nonorographic precipitation

biases were rather more equivocal. Alleviation of these

biases may require advances in physical parameteriza-

tions, which lies beyond the scope of this paper.

Over land, the diurnal cycle in the 25-km uniform-

resolution simulation tended to erroneously peak near

local noon and at midnight, and did little better than the

60–70-km low-resolution regions of the stretched-grid

simulations; but when the stretched grid locally in-

creased the resolution to 10 km, the diurnal cycle was

nearly always improved, with the peak now occurring

within 3 h of the typical early evening observed peak.

As expected, enhanced resolution was shown to increase

the number of the most intense tropical cyclones, par-

ticularly in the North Atlantic. The stretched grid was also

able to alleviate positive biases in many basins through

enhanced resolution. No grid artifacts due to the stretched

grid were apparent in these climate simulations.

Two results from the aquaplanet simulations help

to illuminate results seen in the comprehensive climate

simulations. The highest-resolution regions of the

stretched-grid climate simulations have the fewest TCs

compared to the coarser-resolution simulations of the

same region, and thusmay not have asmany hurricanes–

typhoons as one of the coarser simulations, but they

always have the largest percentage of TCs that attain

hurricane/typhoon strength. The same result occurred in

the aquaplanet simulations: at higher resolutions fewer

overall TCs formed, attributable to the ITCZ shifting to

lower latitudes and thereby providing a less favorable

environment for TC genesis. However, since the higher

resolution allows the model to better resolve intense

cyclones, more of the storms that did form were able to

attain hurricane strength.

Second, the ITCZ in the low-resolution region of the

stretched-grid aquaplanet simulation was better defined

and more intense, more like that of the higher-resolution

regions of the stretched-grid simulation, than that of the

uniform-resolution 110-km simulation, implying that the

better-resolved regions may have a positive effect upon

the lower-resolution regions of the stretched grid. This in

turn may be similar to the effect seen in the stretched-grid

climate simulations, in which SLP and zonal-mean winds

were globally improved despite much of the domain

having a degraded resolution compared to a uniform-

resolution simulation.

We have demonstrated the utility of the stretched grid

to both locally and potentially globally improve the fi-

delity of a simulated climate, both with respect to mean

climate and to variability such as TCs. Further work will

involve even higher-resolution simulations, such as

with a combination of grid stretching and grid nesting,

nonhydrostatic climate simulations, and time-slice sim-

ulations forced with late twenty-first-century SSTs.

TABLE 7. Correlation of annual counts of LLTCs and hurricane-strength TCs with 1990–2012 IBTrACS observations.

LLTCs Hurricane-strength TCs (.32.5m s21)

NAtl EPac WPac NAtl EPac WPac

c384 0.55 0.60 0.41 0.55 0.41 0.32

c384r25 OKC 0.45 20.02 0.48 0.49 0.33 0.30

c384r25 Taiwan 0.46 20.05 0.73 0.50 0.09 0.47

TABLE 8. Percentage of LLTCs reaching hurricane/typhoon

strength compared to 1990–2012 IBTrACS observations.

World (%) Natl (%) EPac (%) WPac (%)

c384 51.8 43.3 56.4 59.4

c384r25 OKC 51.1 56.8 59.4 63.0

c384r25 Taiwan 49.9 46.2 45.4 66.7

IBTrACS 62.2 79.2 64.6 63.3
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APPENDIX

Description of the Cyclone Tracker

Tracking is performed on 6-hourly instantaneous SLP,

10-m winds, and upper-tropospheric (300–500 hPa)

temperature. First, storm centers are found, identified

by minima in the SLP field of depression at least 2 hPa

compared to their surroundings. This is done by

finding a minimum, no greater than 1013hPa, in an SLP

field that has been smoothed with a second-order filter,

and then searching for a closed contour 2 hPa greater

than the minimum not encircling any deeper minima.

Closed contours are identified by using a ‘‘flood fill’’

algorithm in which all adjacent cells with pressures less

than the value of the contour are found, creating a re-

gion bounded by that contour. This flood fill method is

easily and efficiently implemented using a recursive al-

gorithm and does not require the contour to be circular.

Further closed contours are used to identify the region

associated with this cyclone, in which 10-m wind speed

and 300–500-hPa temperature maxima are searched for;

if themaximum in 300–500-hPa temperature is encircled

by a 28C contour and is no more than 500km from the

storm center, then the storm is considered to have a

warm core. To filter out weak or disorganized systems,

the identified regionmust also have amaximum 850-hPa

cyclonic vorticity of at least 1.5 3 1024 s21 (negative in

the Southern Hemisphere). The location of the center is

fine-tuned by fitting a biquadratic to the SLP field and

placing the center at its minimum.

Storms identified at successive times can be connected

into a track if they satisfy proximity criteria. Storms are

assumed to move between data times along a path

extrapolated from their two previous times, or using

500-hPa winds if there is only one earlier time; if an

extrapolated storm center lies within 750km of an

identified storm center at the current time they are

connected into a track. Identification proceeds in order

of lowest to highest central SLP for both current and

previous storms; doing so avoids problems in which a

strong storm at the previous time is associated with a

nearby weak disturbance at the current time while the

correct current-time storm is counted as a new

storm track.

The criteria of Chen and Lin (2011, 2013) are used to

identify LLTCs. The total lifetime of a storm track must

be at least 72 h (regardless of maximum wind speed),

must have a warm core and maximum winds of at least

tropical-storm strength (17.5m s21) for at least 36 con-

secutive hours, and must have a warm core for a cumu-

lative total of at least 48 h (not necessarily consecutive).

A hurricane-strength storm is any storm satisfying the

72-h lifetime requirement and having hurricane-strength

winds at any time, so long as the storm center is

FIG. 20. Probability distribution of lifetime-maximum intensity of LLTCs in (left) the western Pacific and (right)

North Atlantic. Dashed black line represents the adjustment (Harper et al. 2010) over the western Pacific using the

Japan Meteorological Agency (JMA) 10-min winds to the 1-min winds used in the North Atlantic.
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equatorward of 408 latitude. A hurricane-strength storm

need not satisfy the other lifetime requirements, includ-

ing the warm-core criterion.

When a minimum central pressure criterion is used

instead of a maximum wind speed criterion, the lon-

gevity and threshold criteria are the same except that the

tropical storm wind speed threshold is replaced with

the requirement that the minimum SLP is less than

1000hPa, and that the hurricane wind speed threshold is

replaced with a 980-hPa minimum SLP threshold.
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